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CRITICAL SUCCESS FACTORS
OF DECISION SUPPORT SYSTEMS:
AN EXPERIMENTAL STUDY |

By Ting Peng Liang

Many factors affecting successful implementation of
decision support systems have been identified in previous
research. However, we still have little knowledge of both the
relative importance of those factors and the mechanism by
which they affect system usage. This paper proposes a
framework, based on Simon’s three-siage decision process
model and Fishbein’s intention-behavior model, to integrate
those factors and describe the decision process of system
adoption. An experiment was conducted 1o investigate the
relative importance of the factors. The results indicated that
quality of the systeim was the most critical factor. Among the
Jactors constituting the quality of the system; the accuracy

of the model was the most critical factor affecting decision’

performance; and the representation format was the most
critical factor affecting user attitude. The proposed frame-
work, that applies the Fishbein model to interpret system
usage behavior, was partially supported by the research
results. User attitude and normative motivation were good
predictors for decision performance. However, no signifi-
cant correlation between system usage and user altitude or
normative motivation was found.

INTRODUCTION

Decision support systems (DSSs) are designed to sup-
port semi-structured or unstructured decisions in
order to improve the effectiveness of decision making[Keen
and Scott Morton, 1978]. Since the late 70s, it has become
an important research area in information systems. Many
DSSs have been developed and implemented. The success-
ful implementation of a DSS, however, is not a trivial issuc.
Because a number of factors may play roles in the DSS
implementation process, the risk of failure s high unless the
process is well managed. In order to reduce the risk of
failure, detailed understanding of the following three issues
is desired:

1) What are factors affecting successful DSS im-
plementation? '
.*2) What is the relative importance of those factors?
3) How do those critical factors affect the implementation
process; i.e., what is the user’s decision process for
adopting a DSS?

Ting Peng Liang is with the Department of Decision Sci-
ences at The Wharton School, University of Pennsylvania,
Philadelphia, Pennsylvania 19104. This research was sup-
ported by ACM Special Interesi Group on Business Data
Processing (SIGBDP) research grant, and supervised by Dr.
James C. Emery.

During the past two decades, a number of researchers
have been involved in studying factors that may affect the
implementation of information systems. Many factors have
been identified (see Figure 1). However, little of this research
focused on studying the relative importance of factors, nor
has a general framework for describing the process of DSS
adoption been developed. Lack of knowledge of the relative
importance of factors make it difficult to effectively allocate
management resources to the most critical factors, whereas
lack of a general model of DSS use makes it difficult to
integrate the results of various research efforts.

FACTORS

RESEARCHERS

— Accuracy of output
— Human biases
— Cognitive style

— Environmental stress

— Implementation strategy
— Information complexity

— Information transfer
specialist

— Job complexity

— Length of DSS use

— Management support and
attitude

— Motivation

— Power, politics and other
organizational variables

— Representation format

— Response time

— 1ser attitude

— User expectaticn
— User involvement

— User-specialist
communication

— User training and
experience
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Welsh, 1983
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Sanders & Courtney, 1985
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Courtney, 1985; Schewe, 1976; Mehra, 1979
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Fuers! & Cheney, 1982; Sanders &
Courtney, 1985

FIGURE 1. Factors affecting DS$S use.
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he purpose of this research is to study the relative

importance of previously identified factors. In order
to do this, a general model of DSS use is proposed. This
model integrates the research findings on the factors affect-
ing successful DSS implementation and provides an inform-
ative description about the decision process of DSS adop-
tion. An experiment, based on the model, was conducted to
confirm the mode! and determine the relative importance of
some critical factors.

The paper is structured as follows: first, factors having
been identified to have influence on successful DSS imple-
mentation are briefly reviewed. Then, a framework for inte-
grating the factors is described. Finally, the experimental
design, experimental results, and the implications for suc-
cessful DSS implementation are discussed.

FACTORS AFFECTING DSS
IMPLEMENTATION

The 19 factors previously identified as having an influence
onimplementation of information systems (shown in Figure
1) fall into four categories (see Figure 2): the decision sup-
port system (system), the person who uses the DSS (user),
the decision to be supported (task), and the decision making
environment (environment). Their effects are briefly re-
viewed in the next section.

Characteristics of the DSS

Factors associated with the DSS to be implemented
‘include system quality [Lucas, 1974, 1978; Swansor, 1974]
and implementation strategy [Alavi & Henderson, 1981;
Ginzberg, 1978; King and Rodriguez, 1981} From the tech-
nical point of view, three {eatures constitute the quality of a
system: accuracy of output, representation format, and
response time. In a field study of DSS in the oil industry,

Fuerst and Cheney [1982] found that accuracy and rele-
vancy of system output were among the most important
factors affecting DSS usage. Response time was dlso
reported to have effects on user satisfaction and problem
solving performance. Miller [1968] found that with a system
response time of approximately two seconds, the user’s
performance was optimal. Goodman and Spence (1978,
1981] found that time needed for the user to achieve a
satisfactory solution increased with the increase of system
response time. Barber and Lucas [1981] also reported that
response time had significant effect on job satisfaction.

Research concerning the effect of representation format
on DSS use is quite inconclusive, though a significant
amount of effort has been spent studying this issue. Some
researchers argued that tabular representations were supe-
rior to graphics[e.g., Ghani, 1981], while others came to the
opposite conclusion [e.g., Remus, 1984]. Possible reasons
for this inconsistency include: first, some variables, such as
cognitive style and task characteristics, should be but were
not appropriately considered in the previous research.
Second, the tables and graphics employed in the research
were not at the same quality level. Since user interface is the
channel users communicate with system, more research is
needed to clarify the influence of the representation format.
A very good review can be found in [DeSanctis, 1984].

From the system implementation point of view, the evo-
lutionary design that involves users in the system develop-
ment process has been considered important to successful
implementation. For instance, Alavi and Henderson {1981]
reported that experimental results indicated significantly
higher utilization of DSS with an evolutionary implementa-
tion strategy. King and Rodriguez [1981] advocated parti-
cipative design for developing strategic JDSSs. After review-
ing 22 studies of the relationship between user involvement
and MIS success, Ives and Olson [1984] also suggested that
user involvement is appropriate for unstructured problems
or when user acceptance is important. In general, the design
of DSS is likely to be more successful if the design process
incorporates user participation, and evolutionary or itera-
tive design [Ginzberg, 1978].

strategy
: — User training
o user involvement
— Background and
e ecvolutionary experience
design
o length of DSS

use

s cxperience with
1.5.

DSS . USER TASK . ENVIRONMENT
— Quality of system — Cognitive style — Informaticn complexity — Environmental stress
® accuracy of model — Human bias — Job complexity — Information transfer
specialist
® representation — Motivation
format — Management support and
o response time — User attitude attitude
— Power, politics, and
— Implementation — User expectation other considerations

_ FIGURE 2. Classification of Factors.
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FIGURE 3. Conceptual Framework of DSS use.

Simon proposed a decision model that divided human
decision process into three major phases: intelligence,
design, and choice. In deciding whether to use a DSS, the
decision process of the user is basjcally the same as that in
other situations, such as purchasing a car. First the user
searches his/her experience and information base (i.c. per-
sonal knowledge base) to identify problems and collect
relevant information: then he or she invents, analyzes, and
evaluates possible courses of action, and finally the user
decides whether to trust the DSS. After making this deci-
sion, the outcome caused by using or not using the DSS
becomes an additional piece of knowledge in the user’s
information and experience base, and affects usage behavior
in the future [refer to the left part of Figure 3].

Fishbein’s model is a behavior model for describing how
situational variables operate through social and psychologi-
cal varibles to influence behavior. It has been widely
accepted and validated in studying consumer and other
human behavior [Burnkrant & Page, 1982]. Since the use of
1SS is a kind of behavior to purchase the service of a DSS
in order to improve decision-making performance, adopt-
ing the Fishbein model as a theoretical foundation is consid-
ered appropriate. In addition, the model provides a good
general framework to integrate previous rescarch findings.
The model assumes that the decision maker makes a
rational decision based on the information available, includ-
ing the effects of the behavior and the predispositions of
others toward the behavior, It postulates that behavior is
determined by a person’s intention to perform the behavior;
and the intention to perform a behavior (e.g., to use DSS}is

determined by two components: the attitudinal component -

and the normative component. The attitudinal component

AR O S ST UT R PR SES N S

is the person’s attitude toward a behavior. Itis afunctionof

the decision maker’s beliefs about the consequences of per-

forming the behavior, and the value of those consequences - -

to him. The normative component indicates the subjective
norm for the behavior. It is a function of the.decision
maker’s beliefs about what other relevant persons think
should be done, and the person’s willingness to comply with
those relevant others. o

Applying this model to the understan®ing.of how a deci-

sion maker decides whether to use a DSS, the right half of

the framework indicates that, on the one hand, the. pre-
viously described characteristics of the DSS, characterfgtics
of the user, and characteristics of the task affect a user’s
beliefs about the DSS and the task. The beliefs about the
system and the task, in turn, determine the user’s attitude
toward using the DSS. On the other hand, opinions from
the reference group and anticipated environmental factors
{for example, power and political redistribution) have influ-
ence on the user’s normative motivation for using the sys-
tem. The attitude toward using the DSS and the normative
motivation for using the system determine the user’s inten-
tion to use the DSS.

The integration of the two parts suggests the following
DSS adoption process: first, the user searches his/her per-
sonal information and experience knowledge base to iden-
tify the problem. Then the user locks for alternatives for
solving the problem. At this stage, all relevant factors influ-
ence the user’s attitude and normative motivation, and then
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determine the user’s intention. If a user is positively disposed
toward using the DSS, then the user will use the system 1o
support the decision-making, unless something unanticipat-
edly happens. The use of system generates two sets of out-
comes: user satisfaction and decision performance. They
become part of the user’s infermation and experience base,
and thereby affect the user’s evaluation criteria and {uture
expectations.

This conceptual framework motivated the conduction of
an experimental study which explored the appropriateness
of the framework and investigated the relative importance
of the critical factors.

Characteristics of the User

Personal characteristics affecting DSS implementation
include cognitive style, nser experience (e.g., length of DSS
use), motivation, user attitude, user expectation, and user
training. Among them, cognitive style has drawn most
attention and controversy [Huber, 1983; Raobey, 1983].
Dozens of articles have discussed its effects on information
system implementation. However, no appropriate conclu-
sion other than that we need more high-quality research
concerning the effect of cognitive style can be made. '

With regard to personal factors other than cognitive style,
DeSanctis [1982] argued that motivation should be consid-
ered when studying the relationship between individual dif-
ference and MIS success, and found that DSS use increased
with higher motivation. Lucas and a few other researchers
[e.g., Maish, 1979; Toubkin & Simis, i980] found a positive
relationship between user attitude and the use of informa-
tion systems. Ginzberg[1981]studied user expectations and
reported that users who hold realistic expectations prior to
implementation were more satisfied with the system and
used it more than users whose pre-implementation expecta-
tions were unrealistic. Other user factors that have been
reported as significant include user training, age, educa-
tional background, experience with computers and infor-
mation systems, years in the organization, and years of
experience in the job [Fuerst & Cheney, 1982; Sanders &
Courtney, 1985; Lucas, 1975; Schewe, 1976].

Characteristics of the Tusk

Since DSSs focus on the support of semi-structured or
unstructured decisions, the structure of the decision is
believed to have effects on DSS success. To measure the
degree of “unstructuredness”, however, is not any easy task.
Sanders and Courtney [ 1985] used surrogate variables, such
as task newness and task difficulty, to measure the “unstruc-
turedness” of a task and found Little support for the relation-
ship between task characteristics and DSS success. How-
ever, other researchers have argued that job and informa-
" tion complexity have significant effects on decision quality,
and should be considered in developing information sys-
tems [e.g., Motivalla & Pheny, 1982, Lusk & Kersnick, 1979;
Watkins, 1979]. More research is needed in order to draw a
consistent conclusion.

Characteristics of the Environmert

Characteristics of the external environment and the
organizational environment define the resources and con-
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straints of an information system. The external environment
includes factors that have impact on an organization but
over which the organization has little control. Examples are
social, political, cultural, economic, legal, educational, and
ethical considerations. The organizational environment, on-.
the other hand, includes the factors under the control of an
organization, including the organizational objectives ang
goals, structure, management philosophy and style, and
general organizational climate. N

Top management support, organizational stress, power
and political considerations, and the role of information
transfer specialists are environmental factors that have been
identified as affecting DSS success. Sander and Courtney
[1985] and Kaiser and Srinivasan [1980] both concluded
that the support of top management was critical to DSS
success. Motivalla and Pheny [1982] reported that environ-
mental stress was found to have significant effect on hu-
man information processing and decision performance.
Schroeder and Benbasat [1975] reported effects due to
environmental uncertainty. In addition, information trans-
fer specialists and user-specialist communication were also
found to be significant [Welsh, 1983; De Brabander &
Thiers, 1984].

Markus [1983] discussed the resistance to the system
implementation process from three different perspectives
and suggested strategies for avoiding the resistance. Hethlie
[1983] proposed that power dissonance between economic
and social-political considerations may affect the effective-
ness of decision making.

In summary, many factors affecting information system
success have been identified in the previous research. These
factors provide a good basis to understand the implementa-
tion issues.

CONCEPTUAL MODEL OF DSS USE

With the understanding of what factors affect DSS usage,
it is also important to know how these factors affect the
pracess of DSS adoption. Although several frameworks
have been proposed to guide information system research
[e.g. Gorry & Scott Morton, 1971; Mason & Mitroff, 1973;
Ives, et. al., 1980; Specht, 1980], most of them pay little
attention to thigissue. To describe the process of adopting a
DSS, this paper proposes a conceptual framework, shown
in Figure 3, based on Simon's well-known decision process
model [Simon, 1960] and Fishbein’s behavior intention
model [Fishbein & Ajzen, 1975]. The framework includes
two parts. The left part, featuring Simon’s model, indicates
the process of human decision-making. The right part tai-
lors Fishbein’s behavior-intention model to DSS use and
provides a micro-description about how those factors affect
DSS use.

THE EXPERIMENT

The Setting

The experiment was conducted in a controiled laboratory
environment. Each subject assumed the president of mar-
keting in a hypothetical company and made price and pro-
motion decisions for new products in 6 cases (see Appendix
1 for a sample case). Demand functions varied in the differ-
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ent cases. The user was told the mathematical form of the
demand function, such as negative exponential function,
without being giving its coefficients. Therefore, the user
could figure out the relationship among profit, price, and
promotion, but could not use optimization techniques to
calculate the correct answer. The objective of the decision
was to maximize the profit for each product.

After the user made decisions, the supervisor checked the
reference answer and determined the user’s performance.
Twelve DSSs of different quality were available to support
the decisions. Each subject randomly drew 3 systems. Each
systemn helped a subject in two cases. Using the system,
however, was not compulsory. Subjects were given the
option of examining the information provided by the sys-
tem; but they were not forced to utilize any system-
generated information in their decision-making process.

Subjects

The subjects in this research were voluntary undergradu-
ate or graduate students of the Wharton School. A typical
subject profile was as follows:

— 21 years old

— Senior

— Major in marketing

— One course in information systems
— One year computer experience

The subjects competed for cash prizes that were awarded
to the three participants with highest total credits over the
six decisions. The prizes were $100, $50, and $30 respec-
tively. In addition, each subject earned $5 forhis/her partic-
ipation. Performance-based awards were provided in order
to encourage subjects to treat the decisions seriously. Since
decision performange is one of the major dependent varia-
bles, whether the subject treated the decisions seriously
could have significant effect on the result of the experiment.

Experimental Variables

Because of the complexity of the framework, it is difficult
to test all variables simultaneously. Six major independent

variables, four mediating variables and three dependent
variables, summarized in Figure 4, were selected in the
experiment. The first four independent variables were
expected to have effects on the user’s attitude via their effects
on the user’s beliefs, while the last two variables were
expected to have effects on the user’s normative motivation
to use the system. :

1. Independent variables. Three variables associated with
the DSS quality were employed: accuracy of the model,
representation format, and response time. There were three
levels of model accuracy: 30%, 60%, and 90%. The represen-
tation format was either graphical or tabular; and the
response time was either 2 seconds, which was found as the
optimal response time [Miller, 1968], or I minute.

Cogpnitive style was used as the basis for classifying users.
The Myers-Briggs Type Indicator (MBTI) served as the
{nstrument to identify a user’s cognitive style. MBTI classi-
fies a person as one of the following four types: intuitive-
thinking (NT), intuitive-feeling (NF), sensing-thinking (ST),
and sensing-feeling (SF). Detailed discussion about each
type is available in [Myers-Briggs, 1962]. Although there are
some other instruments available for differentiating person-
ality, MBTI has been extensively used and has been recom-
mended as the best one available for measuring cognitive
type in MIS Research [Davis & Elnicki, 1984; Zmud, 1978].

To realistically simulate environmental stimuli and other
organizational considerations is difficult in an experimental
study. Two environmental variables were adopted in this
experiment: incentive to use the system and information
about the accuracy of the system. Three incentive levels were
provided: positive incentive (5% of the maximum possible
profit was provided as an incentive to use and trust the
system in order to simulate an encouraging environment),
no incentive (a neutral environment), and negative incentive
(109% of the maximum profit was charged for system use, a
discouraging environment). Information about the accu-
racy of the system simulated the influence of reference
groups in an organization. Two levels were implemented:
informing and not informing the user about the accuracy of
the system.

In order to take into account the six independent varia-
bles without dramatically increasing the complexity of the
experiment, a latin square design was adopted toreduce the

tndependent Variables

Mediating Variables

Dependent Variables

— Accuragy of model — Belief

- — Representation format — Attitude
— Response time
— Cognitive style — Intention
— Incentive for system use

— Information about the
accuracy of system

— Norrnative Motivation

— System usage
— Decision performance

— User satisfaction

FIGURE 4. Experimental Variables.
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Where: M1 ... provide incentive for DSS use
Ma ... no incentive and no charge for DSS use
M3 ... charge for 0SS use

« 1 ... inform the user about the system accuracy
12 ... notinform the user
S ... response time = 1 minute
N ... response time = 2 seconds

FIGURE 5. Experimental Design
(a Latin Square designh).

number of combinations that had to be considered. Figure 5
illustrates the experimental design.

2. Mediating variables. Four mediating variables were
used to examine the appropriateness of the Fishbein model:
beliefs, attitiide, normative motivation, and intention. Be-
liefs and motivation were measured by a 7-point Likert
scale, attitude is a weighted sum of beliefs, and intention is a
weighted sum of attitude and motivation.

3. Dependent variable. Measuring DSS success is not an
easy task. Surrogate variables must be used to measure both
tangible and intangible benefits. Three kinds of variables
have been used in previous research: decision performance,
system usage, and user satisfaction [Ginzberg, 1983; Welsh,
1981; Ives & Olson, 1984; Humphreys, et. al., 1983]

Decision performance is a direct measure of DSS success.
It can be measured subjectively or objectively. Subjective
measures of decision performance ask the user or related
persons about the perceived usefulness (e.g. perceived eco-
nomic benefits) of the system, whereas objective measures
evaluate decision performance based on some objective
criteria, such as time to reach a decision, maximum profits,
or minimum cost. In field research, objective measures are
usually difficult to use because the researcher has little con-
trol over the decision context. However, in an experimental
study, most variables are under the control of the researcher,
so objective measures are possible. Profit was adopted in
this study as the surrogate variable for decision perfor-
mance. In order to compare the profit made in different
cases, the monetary profit value was transformed to a
standardized performance index. The transformation func-
tion is: ,

INDEX = (PROFIT — MEAN OF PROFIT) / ST. DEV.
OF PROFIT

System usage can also be measured subjectively or objec-
tively [Ives & Olson, 1980]. Subjective measures evaluate
systern usage based on the user’s perceptual data. Objective
measures include number of queries [Swanson, 1974; De-
Sanctis, 1982], terminal time, CPU time [Ginzberg, 1983],
average use over some time [Ives & Olson, 1980], or number
of data values retrieved from the database [DeSanctis, _
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1982]. This study adopted the number of output queries to
measure DSS usage.

User satisfaction or information satisfaction is the extent
to which users believe the system meets their information
needs. Several single-item and multi-item instruments have
been developed to measure user satisfaction [see Ives &
Olson, 1984]. Among them, the multi-item instrument devel-
oped by Pearson [Pearson, 1977; Bailey & Pearson, 1983]
has drawn much attention and has been recommended.as
having high reliability and validity. A short form of Pear-
son’s instrument was also developed [Ives, et. al., 1983].
Since Pearson’s instrument was primarily developed for
organizational use, some items were not applicable to exper-
imental research. This research adopted a 14-item modified
instrument to measure user satisfaction.

Decision Support Systems

The decision support systems employed in the experiment
were simulation-based, spreadsheet-like systems. First, the
user entered or changed the price of the product and the
amount of promotion money. Each system can process up
to 6 different price levels and 3 different promotion levels
simultaneously. Then the user requested information about
forecasted demand or profit at those price and promotion
levels. Twelve (3*2+2) DSSs, of different levels of quality
(i.e. different combinations of model accuracy, representa-
tion format, and response time), were developed to test the
effect of independent variables. Each system was carefully
designed to avoid the introduction of unanticipated vatia-
bles. For example, the system with graphics and the system
with tables were designed to be as similar as possible (¢.g.
similar input screen layout, equivalent areas, and similar
menu structure, see Figure 6). Attention was also paid to the
quality of graphics and tables. This was done to assure that
outcome differences were caused by the difference between
graphics and tables, rather than by the difference between
well-developed graphics and poerly-developed tables, or
poorly-developed graphics and well-developed table.

Experimental Procedures

The subjects participated in the experiment on an indi-
vidual basis. First, the subject drew three numbers. Each
number indicated a pre-designed experimental situation (see
Figure 5 for the 36 experimental situations). Then, the user
was trained to use the first system. The researcher tried to

. maintain the same level of training (e.g., the same training

time, number of demonstrations, and presentation content}
for all participants.

Two cases were presented to the subject after the training.
Then, the subject was told the environmental context of the
decisions, including whether there was an incentive to use
the system and what was the accuracy of the system. Each
DSS supported the user in two cases.

After solving the first two problems, the participant was
told the profit resulting from his or her decisions. Then the
subject evaluated the system and provided subjective infor-
mation, such as personal beliefs about using the DSS. Fol-
lowing the first two cases, the subject proceeded to the next
system and another two cases until all six problems were
completed. The process of making the other four decisions
was the same as previously described. The order of case
presentation was intentionally randomized in the experi-
ment to avoid possible order effects.
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(b} Graphical user interface (input screen)
FIGURE 6. Two types of user interfaces.

Research Hypotheses

Three sets of hypotheses were investigated in this study:
hypotheses related to the significant factors, hypotheses
related to the relative importance of those factors, and
hypotheses related to the relationships among dependent
variables.

. 1. Significant factor hypotheses

Hypothesis 1-1: Decision performance is significantly
affected by the accuracy of the model, representation for-
.mat, response time, user’s cognitive style, incentives for
‘system use, and information about the accuracy of the

- model.

Hypothesis 1-2: System usage is significantly affected by
the accuracy of the model, representation format, response
time, user's cognitive style, incentives for system use, and
information about the accuracy of the medel.

Hypothesis 1-3: User satisfaction is significantly affected
by the accuracy of the model, representation format,
response time, user’s cognitive style, incentives for system
use, and information about the accuracy of the model.

Hypothesis 1-4: User attitude is significantly affected by
the accuracy of the model, representation format, response
time, user’s cognitive style, incentives for system use, and
user’s information about the accuracy of the model.

2. Relative importance hypotheses

The purpose of the relative importance hypotheses was to
test whether the factors previously found significant had
equal effects on the associated dependent variable.

Hypothesis 2-1: Decision performance is equally affected
by the significant {actors previously found.

Hypothesis 2-2; System usage is equally affected by the
significant factors previously found. '

Hypothesis 2-3: User satisfactionis equally affected by the
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significant factors previously found.

Hypothesis 2-4: User attitude is cqually affected by the
significant factors previously found.

Hypothesis 2-5: System usage is equally affected by user
attitude and normative motivation.

Hypothesis 2-6: User satisfaction is equally affected by
user attitude and normative motivation.

3. Relationship hypotheses

The purpose of the relationship hypotheses was to under-
stand the relationships among the three dependent varia-
bles: system usage, decision performance, and user satis-
faction.

Hypothesis 3: There exist positive relationships among sys-
tem usage, decision performance, and user satisfaction.

DATA ANALYSIS AND RESULTS

Statistical techniques used to analyse experimental data
consisted of analysis of variance, correlation analysis and
multiple linear regression. Analysis of variance was used to
test the effects of the independent variables. The result, as
illustrated in Figure 7, indicated the following findings:

1) Decision performance was significantly affected by
the accuracy of the model (p = 0.001) and the repre-
sentation format (p = 0.10).

2) Utilization of the system (number of queries) was
significantly affected by system response time
{p = 0.001).

3) User satisfaction was significantly affected by the
accuracy of the model (p =0.001) and the represen-
tation format (p =0.05).

4) User attitude was significantly affected by the repre-
sentation format (p = 0.10), cognitive style (p = 0.10)
and, probably, the accuracy of the model (p = 0.11).

Figure 8 presents the results of multiple regression analy-
sis on the mediating and significant independent variables.
Figure 8-a suggests:

1) Model accuracy had greater influence on decision
performance than representation format (t = 1.47,
p = 0.14), though the significance level was not very

3) User satisfaction was equally affected by the accu-
racy of the model and the representation format
{t = 0.168, » = 0.60).

4) The representation format contributed more to user
attitude than did the accuracy of the model {t = 1.60,
p = 0.10} or cognitive style {t = 1.74, p = 0.08).

Regression on the mediating variables (Figure 8-b) indi-
cated that decision performance was affected by both the
user’s attitude about the system and the user’s normative
motivation to the use of the system; user satisfaction was
affected by the user’s attitude only; whereas system usage
was affected by neither.

The correlation between dependent variables is shown in
Figure 9, where we found significant positive relationships
between decision perfermance and user satisfaction
(p 0.001), and between system utilization and decision
performance (p = 0.06). However, the correlation coefficient
between system utilization and user satisfaction was not
significant.

Accuracy Representation Cognitive Response
of Model Format Style Time
Decision 0.446"** 0,255** ns ns
Perormance  {p = 0.C0) p=0.10) .
System ns ns ns 0.751™*
Usage ' . {p = 0.00}
User 0.348""* 0327 ns ns
Satisfaction  {p =0.001) (p =0.02)
User 0.181* 0.406* 0.160* ns
Attitude (p = 0.085) {p=0.02). (p=0.07}
Normative ns ns ns ns
Molivation
{a) Betas of independent variables
User ' Normative
Atlitude Mativation . t-value |
Decision 0.356™** ~-0.103* 4.8
Performance {p =0.001} {p =0.10}) (p =0.001}
System 0.427 ~0.114 ns
Usage {p=0.29} (p=0.72)
User 0.714* -0.002 ns
Satisfaction (p =0.001) (p = 0.961)

(b) Belas of mediating variablas

Note:* : Significant af 10% level, i.e.p =0.10
** : Bignificant at 5% level,i.e. p =0.05
*** : Significant at 1% level,i.e. p =0.01

2) }Sl;gsl::em usage was affected only by system response ne :not significant at iezst 15% fevel)
time. FIGURE 8. Results of Regression Analysis.
Decision System User User Normative
Perlormance Usage Satisfaction Attitude Motivation
System accurzcy prom vy poozs xH 52080
Representation poorD po0s0. -4 peo0r brois
Responss time P08 p-000 p-08s p-0sn p-02¢8
Cogitive siyle pooTr po028 po0s ety p2059
i o i emo g
e = ot S - W
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DISCUSSION AND CONCLUSION

Critical Factors

The experimental results indicated that the following four
factors had significant effects on one or more of the mediat-
ing and dependent variables: accuracy of the model, repre-
sentation format, response time, and cognitive style. Incen-
tives to use the system and information about the accuracy
of the model did not have significant effect. However, this
does not mean that reference group and organizational
environment have no effect on DSS implementation. As
stated before, it is difficult to simulate a real organization in
an experimental environment. Most organizational factors
are intangible (e.g., encouraging environment, top man-
agement support); they exist only in the organization. This is

Decision
System Usage Performance Intention
User 0,114 0.38** 0.831**
Satisfaction (p=0.17) (p = 0.001) (p = 0.001)
Sysiem — 0.156* 0.001
Uisage (p =0.08) {p=0.99)
Decision - — 0.186**
Performance {p = 0.028)
Note: * : significant at 10% level, i.e. p =0.10

** : significant at 5% level, i.e. p =005
***  significant at 1% level, ie. p =0.01

.FIGURE 9. Correlations Among Dependent Variables.

Accuracy of Model Represeniation Format
30% 6C% 20% Table Graph
Decision :
Parformance -0388 0102 0503 0.132 -0.123
User '
Satisfaction 4,58 4.69 5.275 5.012 4.685

Note; 1. Decision performance isa standardized index of profil, as fotlows:
Index = {profit — average profit)/standard dev. of profit.
2. User satisfaction was measured on a 7 point Likert scale, where 7

means extremely satisfied.

FIGURE 10: Average performance and satisfaction at
different accuracy and representation
levels.

one of the major limitations of experimental research in
-information systems.

Regarding the significant factors, there are some interest-
ing findings. First, quality of the DSS was critical to success-
ful implementation of 4 DSS—both decision performance
and user satisfaction were affected by the accuracy of the
model and the representation format. Figure 10 illustrates
the effect of these two factors: 1) the greater the accuracy of
the model, the better decision performance and the greater
user satisfaction (see Figure 10-a); and 2) tabular presenta-
tions of output outperform graphical presentations of out-
put (see Figure 10-b).

Because demand forecasting is critical to marketing new
products, it is easy to understand the effect of the accuracy
of the model. The result is also consistent with Fuerst and
Cheney’s work [1982]. To provide interpretation for the
superiority of tabular output, however, is a little bit tricky.
Since so many inconsistent evidences about the effect of
representation format have already been reported, a new
result can be consistent with some previous findings and in
contradiction with others. In this study, the following
explanation seems plausible. The task was a simple task
which needed accurate numbers rather than a trend. There-
fore, a simple format providing an exact number, such as a
table, better served the purpose than a graph providing
comparison and trend information.

The second [inding is that cognitive style only had effects
on the user’s attitude toward using the system. The experi-
mental results indicated that the subjects with sensing-
thinking (ST) and intuition-feeling (NF) types had more
favarable attitudes toward vsing the system (their average
attitude measures were 5.882 and 5.585 respectively, based
on a 1-7 Likert scale where 7 represents the most favorable
attitude), while people with intuitive-thinking (NT)} and
sensing-feeling (SF) types had less favorable attitudes (4.894
and 3.632 respectively). Since the effect of cognitive style is
also a controversial issue, this study was not expected to
suggest any definitive conclusions about its influence. How-
gver, one point we can make, based on Figure 8-a, is that
cognitive style had effects on some dependent variables,
including user attitude, but not on all dependent variables.
Therefore, the selection of surrogate variables for measuring
DSS success may have significant effect on the conclusion
drawn from the study. .

Third, system response time was the only significant fac-
tor affecting system usage (number of output queries); and it
only had significant effects on system usage. This result
contradicted the conclusion drawn from the previous
research, which suggested that system response time had
effects on decision performance and user satisfaction. A
possible interpretation for this result is: if the effect of system
response time is significant enough, then the difference of
system usage caused by the difference of system response
time will affect decision performance, and then decision
performance will affect user satisfaction. The experimental
results shown in Figure 9 support this explanation. In the
Figure, system usage has significant effects on decision per-
formance (r = 0.156, p = 0.06); and decision performance
has significant effects on user satisfaction (r = 0.33,
p = 0.001).

Relative Importance of Critical Factors

The regression results in Figure 8-a suggest that not every
critical factor had the same effect on the dependent varia~
bles. Each beta value shown in the Figure represents the
contribution of a specific factor to a dependent variable. For
example, the beta value for user satisfaction and the accu-
racy of the model (0.348) means that user satisfaction will
increase 0.348 on a 7-paint scale, if the accuracy of the model
increases 309 (the difference betweer two accuracy levels).
In other words, the difference between two betas indicates
their relative importance for the dependent variable.

In this study, data indicated that, on the one hand, the
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importance of model accuracy was greater than that of the
representation format in terms of improving decision per-
formance (t = 1.47, p = 0.14). On the other hand, the repre-
sentation format had more influence on the user’ attitude
toward using the system (t = 1.60, p = 0.10). They had equal
effects on user satisfaction.

The implication of this finding for DSS developers is that
the goal of a DSS determines which factor is the most
critical one. FFor instance, if the primary goal of 2 DSS is to
improve decision performance, then enhancing the accuracy
of the model must be the main focus, However, if the user’s
attitude is the major concern, then representation format
will be the key to success.

The Conceptual Framework

The experimental results partially confirm the conceptual
framework of DSS use. First, user attitude has been deter-
mined to be a function of the quality of the system, including
the model accuracy and representation format, and the
user’s cognitive style. However, no factor which significantly
affected the user’s normative motivation was found. Further
research is needed to identify factors affecting the user’s
normative motivation for using a IDSS.

Second, intention to use the system has been found to be
positively correlated with user satisfaction (r = 0.631,
p= 0.001) and decision performance (r = 0.186, p = 0.026).
However, its correlation with system usage was not signifi-
cant, The result contradicted the Fishbein model which
suggests that behavior (systemn usage) is positively related to
intention. Although this contradiction could be because of
the inappropriateness of the Fishbein model, it could also be
due to inappropriate measurement of the system usage.

In summary, the study suggested that the quality of a
system was the most critical factor among those influencing
successful DSS implementation, Therefore, allocating re-
sources to improve implementation environment without
taking into account the quality of the system itself may have
little effect on successful system implementation. Among
the factors constituting the quality of the system, model
accuracy had the greatest influence on decision perfor-
mance, whereas representation format had the greatest
influence on user aftitude. For the experimental task of
marketing new products, tables were found better than
graphics in terms of decision performance. User attitude was
positively correlated with decision performance and user
satisfaction. However, normative motivation had negative
correlation with decision performance, and had no signifi-
cant effect on system usage or user satisfaction.
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APPENDIX 1:

SHOES DIVISION

You have been named the president of marketing for
the Shoes Divisicn of the Wharton International Cor-
poration. The Shoes industry is a competitive but prof-
itable industry. Typical firms import shoes from east-
ern countries including Korea, Taiwan, Hong Kong
and China, and market them in the U.5. it is reported
by awell-known consulting firm that demand on shoes
is a complex function of price and level of promotion,
i.e., anincrease in price will cause demand to decrease
linearly, whereas doubling the level of promotion will
increase demand four times.

The division plans to import and promote a new
model of sport shoes, called Speedy, during this year.
Your project is to market Speedy. Your budget for the
project is one million dollars. The budget covers both
promotion and preduction costs. That is, if you spent
$400,000 for promation, then you only have $600,000
for producing the product. There is no way to increase
the budget. .

The unit production cost of Speedy is $5.00, and
thereis afixed charge of $250,000 covering personnel,
shipping and handling, interest, and inventory costs.
This fixed charge will be deducted, not from your
budget, but from your profit, i.e., you still have one
miltion dollars for either production or promotion, but
your next profit is equal to gross profit minus $250,000.
For some reason, all unsold shoes will be on sale for

. $4.00 (i.e., 20% less than its direct production cost) at
the end of the year. A summary of relevant information
is given below.

The objective of the decision is to make as much
money as possible, The decisions you have to make
include:

1) the unit wholesale price for Speedy.
2) the total amount of money for promotion.

Your information system manager has developed a
decision support system to help you. The system fore-
casts demand and profit based on the estimated
demand function.
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INFORMATION SUMMARY
PRODUCT: Speedy
BUDGET: $1,000,000
UNIT COST: $5.00
FIXED COST: $250,000
VALUE OF UNSOLD PRODUCT: $4.00 (= 50.0070.80}
REASONABLE PRICE RANGE ($): $7 — 15

The reascnable price range indicates the range
where positive profit is possible.

REASONABLE PROMOTION LEVEL ($): $ 0 —

580,000

The reasonable promction level indicates the
range where positive profit is possible.

EXPECTED PROFIT RANGE ($): $ -650,000 —

+600,000

The expected profit range indicates possible
profit range for a decision with reasonable price
and promotion level.

INFORMATION ABOUT COMPETING PRODUCTS:

Price  Promoticn Market
Product ) [63)] Share Profit
Slowdy $ 85 600,000 4% gocd
Softy i2 800,000 4 goocd
Nicety 9 300,000 3 gocd
Frydy 8 100,000 2 very gocd
Champy 15 400,000 2 very gocd




